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Abstract—Design of algorithms that are able to estimate video
quality as perceived by human observers is of interest for a number
of applications. Depending on the video content, the artifacts intro-
duced by the coding process can be more or less pronounced and di-
versely affect the quality of videos, as estimated by humans. While
it is well understood that motion affects both human attention and
coding quality, this relationship has only recently started gaining
attention among the research community, when video quality as-
sessment (VQA) is concerned. In this paper, the effect of calculating
several objective measure features, related to video coding arti-
facts, separately for salient motion and other regions of the frames
of the sequence is examined. In addition, we propose a new scheme
for quality assessment of coded video streams, which takes into ac-
count salient motion.

Standardized procedure has been used to calculate the Mean
Opinion Score (MOS), based on experiments conducted with a
group of non-expert observers viewing standard definition (SD)
sequences. MOS measurements were taken for nine different
SD sequences, coded using MPEG-2 at five different bit-rates.
Eighteen different published approaches related to measuring
the amount of coding artifacts objectively on a single-frame basis
were implemented. Additional features describing the intensity
of salient motion in the frames, as well as the intensity of coding
artifacts in the salient motion regions were proposed. Automatic
feature selection was performed to determine the subset of fea-
tures most correlated to video quality. The results show that
salient-motion-related features enhance prediction and indicate
that the presence of blocking effect artifacts and blurring in the
salient regions and variance and intensity of temporal changes in
non-salient regions influence the perceived video quality.

Index Terms—M5 , motion, no-reference, perceptual quality, re-
gression trees, saliency, video quality assessment.

I. INTRODUCTION

T HERE is an increased need to measure and assess the
quality of video sequences, as it is perceived by the mul-

timedia content consumers. The quality greatly depends on the
video codec, bit-rates required and the content of video mate-
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rial. User oriented video quality assessment (VQA) research is
aimed at providing means to monitor the perceptual quality of
the service.
It is well understood that the overall degradation in the quality

of the sequence, is a compound effect of different coding arti-
facts.
A large number of published papers exists, proposing dif-

ferent measures of prominent artifacts appearing in coded im-
ages and video sequences [1], [2]. The goal of each no-refer-
ence approach is to create an estimator based on the proposed
features that would predict the Mean Opinion Score (MOS) [3]
of human observers, without using the original (not-degraded)
image or sequence data.
While aspects of the Human Visual System (HVS) have been

modelled to arrive at an estimate of the perceived level of coding
artifacts in video sequences, attention and saliency in videos,
due to motion and otherwise, have only recently begun to be
considered as a way to enhance VQA [4]. Bottom-up attention
can be modelled computationally [5] and has been successfully
used in a number of applications such as content-based image
retrieval [6], scene classification [7] and vision-based localiza-
tion [8]. Recently researchers have started looking into using
computational models of (motion) attention to enhance the per-
formance of video coding algorithms [9], address the problem of
video skimming [10], [11] and improve VQA [4]. Using such a
model to enhance no-reference VQA has not been explored be-
fore.
When VQA is concerned the motivation for taking attention

into account lies in the fact that the HVS sensitivity to motion
and texture differs significantly between areas of the stimuli fo-
cused upon (attended to) and those in peripheral vision [12].
This leads to different sensitivity to coding artifacts in the two
regions of the visual field, which has rarely been taken into ac-
count in the MOS estimator design. This paper proposes an ap-
proach to VQA which attempts to exploit this effect.
In the following text, we show how a recently proposedmulti-

scale background-subtraction approach can be used to detect
salient motion regions in the frames of video sequences effi-
ciently. The saliency information can be calculated in real time
for Standard Definition (SD) sequences. Based on saliency in-
formation, 17 new features are proposed, which take into ac-
count the visual saliency of moving objects in video. We then
compare the applicability of 18 published commonly-used fea-
tures against those proposed, to the problem of MPEG-2 coded
no-reference video quality assessment. To achieve this, an ap-
proach [13] commonly used in the field of artificial intelligence
and data mining [14] is employed to automatically select the
features most relevant to the problem at hand.
The selected features are used to train M5 regression tree

estimators. Their performance is compared to existing ap-
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proaches, in order to gain better insight into the predictive
ability of the proposed features. The use of M5 in this domain
is a novelty. The experimental results verify that information
regarding salient-motion can be used to improve no-reference
VQA significantly and indicate that the presence of blocking
effect artifacts and blurring in the salient regions seems to
have bearing on human perception, while temporal changes
in otherwise non-salient regions influence the perceived video
quality.
The rest of the paper is organized as follows: Section II pro-

vides an overview of the relevant published work. The method-
ology used to determine salient motion, extract descriptive fea-
tures and select the best features for no-reference VQA is de-
scribed in Section III. Section IV presents the experiments con-
ducted to evaluate the applicability of the proposed features and
MOS estimation results obtained. Conclusions and some direc-
tions for future work can be found in Section V.

II. BACKGROUND AND RELATED WORK

A. Video Quality Assessment

The work presented in this paper relates to no-reference
video quality assessment methodologies [15]. No information
regarding the original (not-coded) video is used to estimate
video quality, as perceived by human observers. A subjective
quality measure typically used is the mean opinion score
(MOS), which is obtained by averaging scores from a number
of human observers [1], [16]. The correct procedure for con-
ducting such experiments was derived from ITU-R BT.500-10
recommendation [3].
Overall degradation in the quality of the sequence is due to

encoder/decoder implementations as part of transport stream at
various bit rates and is a compound effect of different coding ar-
tifacts. Three types of artifacts are typically considered pertinent
to DCT block (JPEG and MPEG) coded data: blocking, ringing
and blurring. Blocking appears in all block-based compression
techniques due to coarse quantization of frequency components
[1], [17]. It can be observed as surface discontinuity (edge) at
block boundaries. These edges are perceived as abnormal high-
frequency components in the spectrum. Ringing is observed as
periodic pseudo edges around original edges [18]. It is due to
improper truncation of high frequency components. This arti-
fact is also known as the Gibbs phenomenon or Gibbs effect.
In the worst case, the edges can be shifted far away from the
original edge locations, observed as false edge. Blurring, which
appears as edge smoothness or texture blur, is due to the loss of
high frequency components when compared with the original
image. Blurring causes the received image to be smoother than
the original one [19].
Even when the reference (not degraded) video is avail-

able, objective measures of signal degradation such as Peak
Signal-to-Noise Ratio (PSNR) are poorly correlated to MOS
[20], leading to significant research effort aimed at the design
of measures which will allow computers to determine MOS
effectively. The measures typically focus on specific coding ar-
tifacts and attempt to take into account the effect of the content
of the images (video frames). Thus, when perceived blockiness
is concerned, most measures are based on the notion that

the block-edge-related effects can be masked by high spatial
activity in the image itself, and that the blockiness cannot be
observed in very bright and very dark regions. Spatial activity in
images is profoundly related to visual saliency [21]. However,
bottom-up attention models have been explicitly considered to
enhance VQA in a single published approach [4], dealing with
packet loss visibility.
Several published approaches to measuring the different

coding effects are of interest for the discussion in the following
sections. Wang et al. [1] proposed a no-reference approach to
quality assessment in JPEG coded images. Their final measure
is derived as a non-linear combination of a blockiness, local ac-
tivity and a so-called zero-crossing measure. The combination
is supposed to provide information regarding both blockiness
and blurring (via the two latter measures) in JPEG coded
images. Their approach is usually compared against, when
no-reference MOS estimation is concerned. More recently,
Babu et al. [16] proposed a blockiness measure for use in VQA,
which takes effects along each edge of the block into account
separately. They report their measure surpassing the Wang et
al. approach in terms of MOS prediction accuracy. Kusuma
and Zepernick [15] described three measures focusing on
image-activity and contrast. They propose using two different
image activity measures, edge and gradient activity, as a way
to detect and measure ringing and lost blocks. Idrissi et al. [22]
also proposed measures related to texture in an attempt to gain
a better description of the spatial activity within the frames
of the sequence. Kirenko [18] proposed simple measures for
ringing effects detection. Kim and Davis [23] proposed a noise
and blur measure, aimed at estimating the quality of video
within the framework of automatic surveillance. They show
their local-variance-based measure, dubbed fine-structure, to
be able to describe video degradation well, in terms of noise
and blur.
A recent paper [2] evaluated measures listed in the previous

paragraph and additional measures (18 in total) of image and
video quality. The additional measures were introduced to ac-
count for the temporal dynamics of the sequence. Two motion
intensity measures were used: (i) global motion intensity, cal-
culated from the global motion field, and (ii) object motion in-
tensity, calculated by subtracting the global motion from the
MPEGmotion vectors [17]. The two measures made no attempt
to model known aspects of motion-related attention [24]. The
full set of measures used in [2] comprises the initial set of fea-
tures considered for video quality estimation, in the work pre-
sented here. In [2], feature selection was performed based on
training a simple Multi-layer Perceptron (MLP) estimator with
each measure as input, separately. The measures were ranked
according to their performance and a subset of 5 measures was
selected as input for the final estimator, which was anMLP with
7 nodes in the hidden layer. Since the prediction was done on a
single frame basis, median filtering was used to arrive at a single
estimate for the whole sequence. The approach achieved better
results than any measure considered separately.

B. Saliency, Motion and Attention

When faced with visual stimuli the human vision system
(HVS) does not process the whole scene in parallel. Part of
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visual information sensed by the eyes is discarded in a system-
atic manner to attend to objects of interest. The most important
function of selective visual attention is to direct our gaze rapidly
towards objects of interest in our visual environment [21], [24].
Objects that are not of interest are still processed, but with
reduced spatial resolution and motion sensitivity [12]. Critical
fusion frequency, on the other hand, is higher in the peripheral
vision, making the HVS more sensitive to sudden changes in
illumination in the not-attended region [25].
Such an evolutionary adaptation enables humans to gain

insight into the scene quickly, despite the limited processing
power of our mind. The ability to orientate rapidly towards
salient objects in a cluttered visual scene allows an organism to
detect quickly possible prey, mates or predators in the visual
world, making it a clear evolutionary advantage [21].
This type of attention is referred to as attention for percep-

tion: the selection of a subset of sensory information for further
processing by another part of the information processing system
[6], [26].
Current research considers attentional deployment as a two-

component mechanism [21], [27]. Subjects selectively direct at-
tention to objects in a scene using both bottom-up, image-based
saliency cues and top-down, task-dependent cues; an idea that
dates back to 19th century work of William James [28].
Bottom-up processing is driven by the stimulus presented

[26]. Some stimuli are intrinsically conspicuous or salient (out-
liers) in a given context. For example, a red dinner jacket among
black tuxedos at a sombre state affair, a flickering light in an oth-
erwise static scene or a street sign against gray pavement, au-
tomatically and involuntarily attract attention. Saliency is inde-
pendent of the nature of the particular task, operates very rapidly
and is primarily determined in a bottom-up manner. If a stim-
ulus is sufficiently salient, it will pop out of a visual scene. This
suggests that saliency is computed in a pre-attentive manner
across the entire visual field, most probably in terms of hierar-
chical centre-surround mechanisms. As for the moving stimuli,
they are perceived to be moving only if they are undergoing
motion different from their wider surround [24]. The speed of
saliency-based form of attention is on the order of 25 to 50 ms
per item [21]. The second form of attention is a more deliberate
affair and depends on the task at hand, memories and even past
experience [26]. Such intentional deployment of attention has a
price, because the amount of time that it takes (200 ms or more),
rivals that needed to move the eyes. Thus, certain features in the
visual world automatically attract attention and are experienced
as “visually salient”. Directing attention to other locations or ob-
jects requires voluntary “effort”. Both mechanisms can operate
in parallel.
Significant progress has been made in terms of computa-

tional models of bottom-up visual attention [29]–[32]. While
bottom-up factors that influence attention are well under-
stood [33], the integration of top-down knowledge into these
models remains an open problem. Because of this, the fact
that bottom-up components of a scene influence our atten-
tion before top-down knowledge does [27] and that they can
hardly be overridden by top-down goals, applications of visual
attention commonly rely on bottom-up models [6]–[8], [10].
Although the parallel is seldom made, the centre-surround

difference, multi-scale processing, orientation sensitivity and
outlier detection properties of HVS, considered within the work
on computational modeling of bottom-up visual attention [33],
[34], are at the heart of various applications in computer vision
such as pattern recognition [35], [36] and texture classification
[37].
Full-fledged biologically inspired computational models of

attention are too computationally intensive for real world appli-
cations such as video skimming [10] and video quality assess-
ment [4]. In the case of VQA this is especially true if a large
number of features is calculated based on the output of the vi-
sual attention model.
Although the complex saliencymodel of Itti et al. has recently

been employed to improve the prediction of packet loss effects,
the relatively simple model of Ma et al. [10] remains the only
attention model that integrates motion cues and has been specif-
ically designed for performance required in real-time video ap-
plications. Ma et al. distinguish motion and static attention parts
of their model, since they rely on previously calculated motion
vector field to discern the regions of the frame salient due to mo-
tion. They propose measures based on motion intensity, spatial
and temporal coherence to detect points salient due to motion
and contrast to determine static saliency. It should be noted that
the spatial coherency of motion seems to have no bearing on
saliency at the lowest levels of attention [24]. Ölveczky et al.
[24] report that the driving force of the attention at this level is
the difference in the speed of motion between a center and the
surrounding region.
The approach ofMa et al. used general principles of the visual

attention in the HVS to drive the design of a lightweight atten-
tion model. This is the approach followed in the work presented
here. A multi-scale background modeling and foreground seg-
mentation approach proposed in [38] has been employed as an
efficient attention model driven by both motion and static cues,
which adheres to the principles reported in [24]. The model em-
ploys the principles of multi-scale processing, cross-scale mo-
tion consistency, outlier detection and temporal coherence. The
output of the segmentation has been used to derive features de-
scribing the salient motion in the frame, as well as to calculate
a number of video quality features separately for regions of the
frame observed as salient and the rest of the frame. This en-
ables us to evaluate the influence of the saliency on the predic-
tive ability of the proposed VQA estimators.

C. Feature Selection and Estimation

Feature selection is a well researched subject within machine
intelligence [13], [40]. It relates to selecting the features most
relevant to the concept one is trying to learn. The benefit of fea-
ture selection is two fold. Not only will a reduced feature set
make for more efficient estimation and computational perfor-
mance once the final estimator is trained, but the presence of
features which are not related to the concept will usually in-
crease the error of the learner (estimator), due to its intrinsic
bias [14].
Two approaches to feature selection exist [14]. The first is to

select the features that are most likely to improve the perfor-
mance of the specific machine learning approach that will be
used to learn the concept. The learner is usually trained using
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different subsets of features and its accuracy used to select the
features best for the problem at hand. The other approach is to
try to evaluate the link between the features and the target con-
cept without a particular learning scheme in mind. Such feature
selection is called filtering as it filters out the attributes that have
no bearing on the target concept.
Systematic feature selection has rarely been applied in the

domain of VQA. The work described in Section II-A focuses
mainly on proposing new features that describe the perceived
intensity of various coding artifacts and fusing several such fea-
tures to arrive at an estimate of MOS. In [2] an algorithm-spe-
cific method of feature selection has been employed to select
features best suited for training an MLP neural network to esti-
mate MOS.
The methodology used in the work presented here, and de-

scribed in Section III, relies on the attribute selection approach
proposed by Hall [13], which selects a subset of features that are
most correlated to the target concept. It is applicable to problems
with the numeric target variable, as it is the case with MOS. It
can be used as a filter method, as well as to determine the subset
of features best for prediction using a specific classifier (wrapper
method).
Based on the selected features any number of different ma-

chine learning algorithms can be trained to serve as estimators
ofMOS. The VQA approaches described in Section II-Amostly
regress simple linear or propose different nonlinear equations to
arrive at a MOS estimate. Babu and Perkis [41] proposed using
anMLP to estimate theMOS. The same estimator was usedwith
wrapper-based feature selection in [2].
In the VQA approach proposed here anM5 regression tree, a

piece-wise linear algorithm [42], is used as the MOS estimator.
Both filtering and wrapper feature selection are performed,
based on the approach by Hall.
The work described in this paper bears most similarity with

the recently published work of Liu et al. [4]. They used a step-
wise feature selection approach, adding features one at a time
to a general linear model. Such feature selection was used to
explore the relevance of saliency-based features in a full-refer-
ence packet-loss estimation scenario. The improvement in the
prediction accuracy of the model led to a conclusion that the
saliency-based metrics are promising in the VQA domain. The
saliency model used in that work was that of Itti and Koch
[21], which is computationally expensive and cannot be used
for real-time applications. The saliency information was used as
a weighting function for various existing quality measures, dif-
fering from the approach proposed here, which separates each
frame into two regions and calculates features for each region
independently. Finally, the approach proposed here is a no-ref-
erence approach, relying on a different type of estimator and a
different set of features.

III. FEATURES FOR VIDEO QUALITY ASSESSMENT

The initial set of features evaluated consisted of 18 different
features. These features, with their respective references, are
listed in Table I. Based on the proposed model of motion-driven
visual attention and the results of evaluation of the relevance of
each of the 18 initial features performed in [2], this initial set

TABLE I
INITIAL LIST OF MEASURES EVALUATED WITH PERTINENT REFERENCES

TABLE II
LIST OF PROPOSED MEASURES WITH PERTINENT REFERENCES

has been extended to include additional 17 salient-motion-re-
lated features as listed in Table II.
The value of the 35 features has been calculated for sequences

the Video Quality Experts Group (VQEG) [43] provided as a
benchmark for codec evaluation. MOS was obtained as per-
ceived by human observers for the same sequences. Feature se-
lection based on correlation [13] was performed and most rele-
vant features selected. The selected features have subsequently
been used to train an M5 decision tree, as an estimator for the
MOS of new sequences.

A. Detecting Salient Motion

The proposed approach for the detection of salient motion
is derived from the work described in [38]. Specific properties
of the background-subtraction algorithm there make it suitable
for determining salient motion regions in the frames of a video
sequence.
The algorithm employs a multi-scale model of the back-

ground in the form of frames which form a Gaussian pyramid,
akin to the model employed in the attention model proposed by
Itti and Koch [21]. This allows the approach to account for the
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Fig. 1. Salient-motion region segmentation.

spatial coherence and cross-scale consistency of changes due to
motion of both camera and objects. Even with a small number
of scales (3–5), the approach is able the achieve good segmen-
tation of interesting moving objects in the scene. Moreover, it
is able to do so consistently over a wide range of the amount of
coding artifacts present.
The background frames at each level are obtained by infinite

impulse response (running average) filtering commonly used in
background subtraction [44], [45]. This allows the approach to
take into account temporal consistency in the frames. Finally,
outlier detection [46] is used to detect salient changes in the
frame. The assumption is that the salient changes are those that
differ significantly from the changes undergone by most of the
pixels in the frame.
A block diagram of the approach is shown in Fig. 1. Each

frame of the sequence is iteratively passed to a 2-D Gaussian
filter and decimated to obtain a pyramid of frame representa-
tions at different scales. A background model is maintained in
the form of two (background) frames updated in accordance
with

(1)

where is the learning rate used to filter the th background
frame, is the value of pixel at location in the current frame,

is the value of pixel at location in the th background
frame.
The initial values for the background frames are copies of

the first frame of the sequence. As (1) suggests, the data ob-
served in the frames of the sequence is slowly incorporated into
the background. The two background frames are obtained using
different learning rates , allowing for better adjust-
ment of the time taken by the model to adjust to a scene change.
Throughout the experiments presented in this paper the relation
of was used, as suggested in [38]. Therefore, the
first reference frame incorporated changes twice as fast as the
second one. In addition, since the bottom-up saliency of an ob-
ject dominates the visual search in about 30 ms after the viewer
is confronted with a visual scene, the value of is set to 0.3
times the reciprocal of the frame rate, i.e., for the sequences with
30 frames per second (as those used in our experiments), is
set to 0.01.

Temporal filtering is then performed to obtain a single image
indicating the extent to which the current frame differs from
the background frames. This is equivalent to inserting the cur-
rent frame between the two background frames and employing
a temporal filter in the form of Mexican hat function, given by

(2)

where represents the Euclidean distance of the point from the
center of the filter.
Once the filter is applied, a modified Z-score test is used to

detect the outliers in the frame [47]. Mean absolute distance
(MAD) is calculated using

(3)

where is the mean value of the pixels in the filtered image,
is the value of th pixel in the filtered frame and is the

number of pixels.
The Z-score values are then calculated using

(4)

where is the Z-score for the th pixel.
An additional step is performed once the Z-scores have been

calculated, which allows the approach to handle the situations
where the outlier detection procedure would be misled by
large changes occurring in large parts of the frame. The values
are re-normalized to [0,1] range and those smaller than a
specified threshold discarded. In the experiments conducted,
the threshold was set dynamically by multiplying a threshold
coefficient with the mean value of the final, normalized set
of values ((5)).

if
if

(5)

where is the final segmented value of the th pixel,
is the normalized Z-score value for the pixel and is the
mean of the normalized Z-score values. The value of was set
to 2.5 in the experiments performed.
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Fig. 2. Salient motion detection for the “Ant” sequence. (a) Sample frame
coded at 4 MB/s; (b) sample frame coded at 0.5 MB/s; (c) salient motion de-
tected at 4 MB/s; (d) salient motion detected at 0.5 MB/s; (e) static saliency [34]
at 4 MB/s; (f) static saliency [34] at 0.5 MB/s.

The result of temporal filtering at each scale is a temporal
saliency map containing non-zero real values of the pixels un-
dergoing salient changes.
The saliency maps obtained for different scales are iteratively

upsampled and summed to increase the score of pixels scoring
high consistently across scales. Thus, a single saliency map is
obtained per color channel. The value describing the saliency of
the pixel is the maximum value across the color channels. The
values of the single saliency map obtained in this way are then
normalized and compared to a threshold to eliminate the incon-
spicuous changes. The output saliency map is a binary mask
splitting the frame into salient and inconspicuous (non-salient)
motion regions.
Figs. 2 and 3 show sample results of the process, when three

scales are used. The salient motion maps remain practically
undisturbed by the artifacts introduced through coding the se-
quence at a lower bit rate. In addition, the saliency maps ob-
tained based on the proposed approach fit better the moving ob-
jects of interest in the scene when compared those obtained by
the static saliency model of Itti and Koch [21]. The “Ant” se-
quence is an example of a stationary camera sequence, while the
camera in the “Kayak” sequence undergoes motion throughout
the sequence as it tracks the man in the kayak. Although the
camera is far from stationary in this case, the proposed approach
is able to achieve meaningful segmentation of salient moving

Fig. 3. Salient motion detection for the “Kayak” sequence. (a) Sample frame
coded at 4 MB/s; (b) sample frame coded at 0.5 MB/s; (c) salient motion de-
tected at 4 MB/s; (d) salient motion detected at 0.5 MB/s; (e) static saliency [34]
at 4 MB/s; (f) static saliency [34] at 0.5 MB/s.

objects. The limitation of the approach is that it cannot be ex-
pected to perform well when the motion of interest forms the
bulk of the motion of the frame, i.e., when the scene contains
close-ups of objects of interest. This is due to the fact that the
motion of such objects cannot be distinguished as outlier mo-
tion.

B. Motion-Related Features

Several features are proposed to describe the salient motion
in a frame: number of salient regions, their average size and
first moments (mean and standard deviation) of the difference
between the current frame and background frames, calculated
separately for salient and non-salient regions.
To evaluate whether standard static VQA features can ben-

efit from the salient-motion information, features proposed by
Wang et al. and Babu et al. were recalculated based on saliency
information, since they scored high in the experiments described
in [2]. Wang et al. metrics were evaluated separately for salient
and non-salient regions of the frames. The blockiness metric
proposed by Babu et al. was evaluated separately for blocks
completely within salient and non-salient regions, as well as for
blocks that crossed the border between the two regions of the
frame. This extension of the initial feature set brought the final
number of features evaluated to 35. The additional features pro-
posed are listed in Table II.
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TABLE III
MOS FOR THE TRAINING SEQUENCES

Salient region count (Salient reg. count) represents the
number of connected components corresponding to salient
regions detected in the frame. Average region size (Avg. reg.
size) is the average size of those regions in pixels. Measures
21–24 are the first moments of the changes in the salient and
non-salient regions. Features 25–32 are metrics proposed by
Wang et al., calculated separately for non-salient and salient
regions. Features 33–35 correspond to the blockiness metric,
as proposed by Babu et al., calculated for blocks contained
in their entirety in the non-salient regions, salient regions and
those crossing the border between the two regions.

C. Creating the Data Set

The data set used is based on nine SD sequences made avail-
able by Video Quality Experts Group (VQEG) for purposes of
testing the quality of video codecs. Each sequence has been en-
coded using five different bit-rate settings (0.5 Mb, 1 Mb, 2 Mb,
3 Mb, 4 Mb), using MPEG-2 codec. Values of the features have
been calculated for 110 frames of the sequences, i.e., half of the
frames of the sequence, distributed uniformly.
The mean opinion score (MOS), which is a subjective quality

measure obtained by averaging scores from a number of human
observers (assessors), was derived from tests created according
to ITU-R BT.500-11 recommendations.
Double Stimulus Impairment Scale (DSIS) Variant I method

was used, where the assessor is first presented with an unim-
paired, reference sequence, and thenwith the same sequence im-
paired. He is then asked to vote on the second sequence, keeping
in mind the first. Voting is done on a 1 to 5 scale, 1 being the
lowest score where perceived impairments are very annoying,
and 5 being the highest, where impairments cannot be perceived.
Series of sequences with random levels of impairments are pre-
sented and, for control purposes, reference sequences are also
included in the assessment set, but assessors are not informed
about it. The finalMOS value for a sequence is the average score
over all assessors for that sequence. These values are listed in
Table III.
Laboratory where the tests were conducted was setup as pro-

posed in [3]. Sequences were presented to assessors on a 17
Philipsmonitor (170S7FB), whichwas operated at its native res-
olution of 1280 1024 pixels, and a specialized software was
used for their playback and voting [48].
After presenting the assessor with the reference sequence and

an impaired one, the software displays a dialog-box for voting,

TABLE IV
FEATURES IN THE BEST SUBSET BASED ON [13], WITH PERTINENT REFERENCES

where the assessor is asked to rate the impaired sequence on a
1–5 scale (labelled as described in [3]) by using a slider.
The test consisted of one session of about 30 minutes, in-

cluding training. Before the actual test, written instructions were
given to subjects, and a test session was run that consisted of
videos demonstrating the extremes of expected video quality
ranges. The actual test comprised 9 series of 6 sequences, each
10 seconds long. 20 subjects—11 male and 9 female—partici-
pated in the test, their age ranging from 22 to 33. None of them
were familiar with video processing nor had previously partic-
ipated in similar tests. All of the subjects reported normal or
corrected vision prior to testing.

D. Feature Selection

To evaluate the predictive capability of each feature (mea-
sure), when MOS estimation is concerned, filter methodology
for attribute selection has been used [14], relying on the cor-
relation based approach of Hall [13]. A genetic algorithm [49]
was employed to search the solution space, in order to escape the
sensitivity of forward selection to local minima. Starting from
the initial population of 10 random subsets, over 20 generations,
it converged to a subset of 5 features listed in Table IV. Three of
the five features selected are determined using the saliency in-
formation: the standard deviation of the difference (change) be-
tween the current frame and the background in the non-salient
region and Zero-crossing rate and blockiness in the salient-mo-
tion part of the frame. An additional two features have been se-
lected by the procedure are Zero-crossing rate calculated over
the whole frame and Z-score.
To arrive at a subset of features specifically tailored for

the type of estimator evaluated, wrapper method of corre-
lation-based feature subset selection proposed by [13] was
performed. The selection was based on the results of prediction
of an M5 algorithm trained using a specific feature subset,
rather than the features themselves. Again, a genetic algorithm
was used to search solution space. This yielded a significantly
larger subset of 16 features listed in Table V. As the table
shows, half of the features selected using this approach are
calculated using saliency information.
The features selected suggest that the intensity of the blurring

and blocking effects in the salient regions have most bearing on
the perceived video quality. On the other hand, variance and in-
tensity of temporal changes in the part of the frame not attended
to, i.e., non-salient, seem to influence the judgment of video
quality. Both Table IV and Table V indicate that the variance
and intensity of temporal changes (respectively) in the part of
the frame that is not attended to, impact perceived video quality.
This corroborates past results in the literature showing the HVS
being more sensitive to temporal changes in peripheral vision
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TABLE V
WRAPPER-BASED SELECTED FEATURES

Fig. 4. Block diagram of the proposed MOS estimation approach.

than in the area focused on [25]. The effect of such changes is
not enough to cause the HVS to attend to their location, so they
remain in the peripheral vision, but they have a definite effect
on our perception of the video quality. They are in fact, for the
lack of a better expression, very annoying and observable.

E. Salient-Motion Driven VQA Estimation

A block diagram of the proposed video-quality estimator is
shown in Fig. 4. Based on the selected set of features an M5
decision tree is used for frame MOS estimation.
The video quality assessment is conducted by calculating the

selected features for half of the frames of the sequence, uni-
formly distributed (i.e., the frame rate was halved to make the
approach more efficient). The processing of a single SD frame
took around 170 ms on a single core of 3 GHz Intel Core2Duo
processor, enabling the whole approach to run in real time.
The features obtained for each evaluated frame were fed into

the estimator and the measure of the quality for that frame ob-
tained.
Since the standard deviation of the estimator’s prediction

error over the frames of a single sequence is relatively high,
robust statistics should be used to arrive at the final single
measure of sequence video quality. Kim and Davis [23] suggest
using the median of the quality values across the frames to
achieve this. We followed their recommendation and adopted
the median of values across the evaluated frames of the se-
quence as the final measure of sequence quality. Median is

TABLE VI
CROSS-VALIDATION RESULTS FOR DIFFERENT FEATURE SUBSETS: FEATURES
LISTED IN TABLE IV (A), FEATURES LISTED IN TABLE V (B), FEATURES USED

IN [2](C)

known to be a measure robust to the outliers, which commonly
occurred in the experiments performed.

IV. RESULTS AND DISCUSSION

To evaluate the descriptive capability of the features selected
in Section III 10 fold cross-validation of the M5 model, trained
using a subset of features, has been performed, similar to the
validation performed in [4].
During training, the M5 algorithm was required to produce

a tree with leaves covering no less than 55 instances, corre-
sponding to half of the frames in each coded sequence. The
algorithm created a tree of 69 leaf nodes (regression equations),
when the 5 features in Table IV were used. For the 5 features
used in [2] the tree contained 59 leaf nodes. Finally, when all
the features listed in Table V are used, the tree contained 77
leaf nodes. Table VI shows the different performance mea-
sures obtained for different estimators: Correlation Coefficient
(CC), Mean Absolute Error (MAE), Root Mean Squared
Error (RMSE), Relative Absolute Error (RAE), Root Relative
Squared Error (RRSE). The same measures were obtained for
the approach described in [38]. The M5 estimators in general
performed better than the Multi Layer Perceptron (MLP) neural
network approach, which in turn did significantly better than
the best single quality measure evaluated (Z-score of Wang et
al., for which a RMSE of 1.0264 has been reported in [2]).
The RRSE of the M5 estimator decreases by 6.9% when

saliency based features are considered and the overall number of
features used is limited to 5, as suggested in [2]. This indicates
that the proposed saliency-based features are indeed relevant to
the problem of MOS estimation. In addition, the combination
of saliency-related features and M5 decision trees represents
an improvement of 18.9% in terms of RRSE, when compared
to the MLP based approach described in [2].
Introduction of additional features, selected using the

wrapper methodology, leads to an additional 2.3% decrease in
the estimation RMSE, but increases the number of features to
be calculated significantly.
The results of the frame-by-frameMOS estimation need to be

integrated into a single measure of video quality per sequence.
To do this we use median filtering. To evaluate the impact of this
procedure, median filter was applied to prediction results of the
proposed M5 approach, based on 5 selected features listed in
Table IV and the MLP approach proposed in [2], based on the
same number of non-saliency related features. Both M5 and
MLP performed significantly better when final results after me-
dian filtering are concerned, achieving an RMSE of 0.1413 and
0.4647, respectively. For reference, the average RMSE of Wang
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Fig. 5. Test results for the test set containing 10% of data. (a) Estimate scatter plot: proposed M5 (crosses) and Wang et al. (circles). (b) Estimate over the
sequences: proposed M5 (bold solid line, cross markers), Wang et al. (dashed line, circle markers) and true subjective quality (MOS) values (thin solid line, square
markers). (c) Estimate scatter plot: proposedM5 (crosses) and [2] approach (stars). (d) Estimate over the sequences: proposedM5 (bold solid line, cross markers),
[2] approach (dashed line, star markers) and true subjective quality (MOS) values (thin solid line, square markers).

et al. with median filtering applied (0.5789) is 4 times higher
than that of M5 .
Fig. 5 shows the plots of the quality (MOS) estimates ob-

tained for each sequence, when median filtering is applied
to per-frame estimates obtained using the proposed approach
(crosses), the MLP approach proposed in [2] and the quality
metric proposed by Wang et al. [1]. It should be that the Wang
et al. metric is an excellent way of determining the quality of
coded still images or single frames. It does not take motion
into account and this is, probably, the main reason why it fails
on some sequences. We have selected it to demonstrate that
quality metrics designed for still images cannot be readily
extended to video. The combined effect of the median filtering
and insensitivity to motion-related artifacts is that the Wang et
al. metric is not capable of discerning the changes in quality
between the same sequence coded at several bit rates, leading
to a number of data points aligned horizontally in Fig. 5(b).

Median filtering reduces the RMSE of the proposed estimator
by a factor of 2. This is consistent with the hypothesis that the
need for robust statistics is even greater when the salient-mo-
tion-related features are used, since the proposed salient-motion
detection approach cannot be expected to produce stable results
in the first several frames of the sequence, as well as in this in-
terval after the shot changes radically. The effect is due to the
need to update the background model.
The RMSE of the proposed VQA approach (0.1413) is sig-

nificantly lower than the mean standard deviation of the opinion
scores (0.7610) of the human observers in the subjective tests
conducted.
The full data set used in our experiments, as well as videos

and other materials can be found at http://www.dubravko-
culibrk.org/VQA.
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V. CONCLUSION

The effect of bottom-up saliency due to motion on the
problem of video quality assessment has been explored in the
paper. Specifically, we compare the applicability of a large set
of published commonly-used features against that of a number
of new features designed to take into account the motion-based
visual saliency of objects in video, to the problem of MPEG-2
coded video quality assessment. To derive the new features we
use a multi-scale background-subtraction approach and show
that it can efficiently be used to determine objects undergoing
salient motion even when the camera is not stationary (a restric-
tion commonly imposed on background subtraction methods).
Features used to describe coding artifacts were then calculated
separately for salient and non-salient regions.
Insights from the field of artificial intelligence and data

mining [14] were used to automatically select the features
most relevant for the problem at hand. An M5 decision tree
estimator was trained based on the selected features and its
performance compared to existing approaches.
The proposed estimator achieved superior results when able

to use features taking into account salient motion.
Such results suggest that bottom-up saliency due to motion

can be used to enhance the performance of video quality assess-
ment approaches. The improvement can be achieved even when
computationally inexpensive approaches, such as that proposed,
are used to determine salient regions in the frame.
Finally, the best features selected suggest that the intensity

of the blurring and blocking effects in the salient regions have
most bearing on the perceived video quality. On the other hand,
variance and intensity of temporal changes in the part of the
frame not attended to, i.e., non-salient, seem to influence the
judgment of video quality.
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